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ABSTRACT
In this review, we discuss the latest advances in business intelligence (BI) systems and, in particular,
the latest advances in voice controlled BI systems. We discuss commercially available voice recognition
software, and its limitations; some of the latest advances in the field of natural language interfaces to
databases (NLIDB); and the related area of clarification dialogues. We conclude that there is a space in
the market for a voice controlled business intelligence system, one that we believe can be robustly
constructed using a restricted domain NLIDB system and leveraging a commercially available off-the-
shelf voice recognition system.
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1 Introduction
[14] defines business intelligence as “a set of methodologies, processes, architectures, and technolo-
gies that transform raw data into meaningful and useful information used to enable more effective
strategic, tactical, and operational insights and decision-making”. The architecture of a typical
enterprise-level BI system is shown in Fig. 1 (taken from [6]). It is worth noting that this is an
abstract representation of a typical BI system and actual implementations can differ widely
- including or excluding layers described below.

Figure 1: A typical business intelligence architecture (taken from [6])

As can be seen from Fig. 1, a large part of BI involves standardising and preparing data from
initial data sources, which may contain both structured data (e.g. from SQL databases) and
unstructured, or semi-structured, data (e.g. from emails, presentations). Extract-transform-
load (ETL) tools in the first layer are used to perform the initial part of this process. Complex
event processing (CEP) engines that can be used to infer if any meaningful events have oc-
curred (e.g. a price exceeding a certain threshold value) are also often used in this layer. CEP
engines are used in BI to provide near real-time processing and analysis of ongoing events
based on live operational data itself.

In the second layer, data is typically loaded into a data warehouse managed by data ware-
house servers. Storing and querying data in a data warehouse is typically handled by a
relational database management systems (RDBMS). With the large increases in data being
stored in this era of big data, systems based on MapReduce [18] are increasingly being used
to aggregate data and store large data volumes more efficiently at this layer.

In addition to the Data Warehouse Servers there is typically a level of mid-tier servers in
the third layer to carry out more specific functions. For example, online analytic processing
(OLAP) servers which store data in multidimensional databases that enable a user to easily
and selectively extract and compare data from many different angles and perspectives (e.g.
products, geographic sales region, and time period would all be listed as separate dimen-
sions, and from the OLAP server these entries could be cross-referenced). It is worth noting,
however, that in many cases modern high-end hardware can allow this type of access to be
made directly from raw data sources, making the use of OLAP redundant.

Other mid-tier servers include the reporting servers which enable definition, efficient exe-
cution and rendering of reports; and enterprise search engines which support the keyword
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search paradigm over text and structured data in a warehouse (e.g. finding email messages,
documents, history of purchases and support calls related to a particular customer). Ad-hoc
reporting is a particularly important development at this level. Modern BI systems do not re-
quire all reports to be pre-defined but, rather, allow users to interact directly with their data
defining queries on the fly which are answered immediately.

The final type ofmid-tier servers are those related to specific data analysis tasks: datamining
engines and text analytic engines. Data mining engines enable in-depth analysis of data that
goes well beyond what is offered by OLAP or reporting servers, and provide the ability to
build predictive models (e.g. to uncover which existing customers are likely to respond to
any upcoming social media campaign). Text analytic engines can analyze large amounts of
text data (e.g. survey responses or customer comments) and extract valuable information
that would otherwise require significant manual effort [6].

In the final layer of a typical BI system, insight is communicated to the end-user, through
some form of portal or front-end application (e.g. dashboards, spreadsheets or other ad-hoc
visualisation tools).

There are a large number of commercially available BI software systems on the market to-
day, including offerings from IBM,Oracle, Microsoft, SAS Tableau andQliktech andNathean
(see [21] or [15] for good overviews). One of the most interesting recent developments in the
design of these systems is that they are being targeted at non-technical users within organ-
isations. Often referred to as self-service BI tools, these offerings typically focus on ad-hoc
reporting and require interfaces that do not pre-suppose an understanding of technical top-
ics such as statistics or query languages like SQL. Heavy use is made of data visualisations
and drag and drop and point and click interfaces. Illustrative screenshots of a range of BI tools
are shown in Fig. 2. Although these interfaces are useful in unlocking the power of BI to a
wide range of users, they can become cumbersome and time consuming to use. In particu-
lar, to formulate queries users have to repeatedly populate templateswhich involves constant
selecting from drop down lists.

One way in which to address this problem is to allow users to simply speak natural language
queries to a system. This should make systems easier to use for the wide range of users
that are now being targeted by self-service BI systems. This is also attractive in the mobile
scenario in which the drag and drop and point and click paradigms are not as appropriate.

We note that the early commercial development of speech-to-query BI systems has been
solely in the area of mobile BI. One of these systems is EasyAsk’s Quiri [12] which, as their
webpage puts it, “eliminates the need to use awkward mobile keyboards or navigate hard-to-read
menus”. The system is based on the Siri voice-recognition system built into Apple iPhones,
coupled to a proprietary natural language engine and server (which is also used in the non-
speech activated desktop system, Business Edition, offered by EasyAsk). It works by users
tapping the microphone symbol on the iPhone and asking a question. Quiri quickly tran-
scribes the question, converts it to a query, and retrieves an answer. Another and similar
mobile BI system is SAVANTMobile BI for Essbase ([4]) which leverages the Nuance speech
recognition system to extract financial information from Essbase’s OLAP databases.
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Figure 2: Typical Business Intelligence Dashboards. Images from [21] and [5].

It is this type of system that is the focus of this report. Our general interest is in the improved
functioning of data analytics interfaces and, in particular, improving the accessibility of self-
service BI systems through the use of voice interfaces which allow queries to be stated in
spoken, natural language rather than using query languages are cumbersome interface ele-
ments. We consider that to build a voice-controlled BI system there are three main tasks that
must be addressed:

(i) Speech recognition
(ii) Translation from natural language into structured queries
(iii) Clarification dialogues.
We will discuss each of these components separately in the sections that follow below.

2 Speech Recognition
The field of speech recognition is a well developed one [3]. While the first attempts at solving
this technical challenge took place as far back as the 1920s, themost significant developments
have occurred since the 1960s. More recently, speech recognition has improved significantly
with the use of hiddenMarkovmodel systems, augmented by artificial neural networks [39].
In this work, it is not our intention to develop our own speech recognition system, rather it
is our intention to use a reliable off-the-shelf system for purchase/license.

There are a number of standalone commercial speech recognition software systems on the
market, including Dragon Naturally Speaking Premium, TalkTyper, Tazti and TalkingDesk-
top. See [31] and [20] for more information on these commercial software systems. Another
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well-known proprietorial speech recognition software suite is Vox Sigma, developed by Vo-
capia Research ([43]). Embedded speech recognition software is included as part ofWindows
(Windows Speech Recognition) and Google (Google Voice Search) operating systems. Using
APIsmade available byMicrosoft (Microsoft Speech API) andGoogle (Web Speech API), it is
possible to incorporate these speech recognition systems into any application. We note that
an open source alternative, CMU Sphinx, is also available ([40]). Dragon Naturally Speaking
Premium is considered to be the market leader in this area.

The most commonmetric used to evaluate the performance of speech recognition systems is
word error rate (WER). This measures the percentage of wordsmis-recognised in a text speech
segment. for modern speech recognition systems WERs of approx. 20–30% for telephone-
based conversations are typical ([32]). Lower WER values of approx 15% are found when
a subject reads in a text based corpus, such as the WSJ lexicon ([32]). Nilsson ([30]) exam-
ined a number of different speech recognition systems (Microsoft SAPI, Pocket Sphinx and
DragonNaturally Speaking), and their effectiveness in recognising speech from videos, find-
ingWERs of 42–61% (reduced to 39.5% for Pocket Sphinx aftermodifying the languagemodel
and dictionary).

Vertanen ([42],[41]), reading in theWSJ lexicon, found lowerWERs of between 24–39% (with
Dragon Naturally Speaking having the lowest WER of 23.9%). Lower WERs would be ex-
pected in this case, compared to the work of Nilsson on videos ([30]), due to the words being
read into the system, e.g. Pallett ([32]) records that WERs of approx 15% are possible in
these types of scenarios. The WERs of speech recognition systems built into commercially
available systems, e.g. Siri on the iPhone 4 or Microsoft Windows Speech Recognition sys-
tem (available in Windows 7) have, in comparison, WERs of 12% (Windows) and 18% (Siri),
based on a dictated text of 604 words ([16]).

The WERs of all systems reviewed here are above 15%. However, it should be noted that
in any voice-controlled BI system, it is probable that very short commands will be given in
a very limited domain (e.g. the commercial area of the particular business). It is shown in
Pallett ([32]) that in a similarly restricted domain (e.g. air travel information systems), WERs
of approx. 2.5% are more typical. WERs in this range are in the same range of human error
in transcription, i.e., they are equivalent to mistakes a human listener might make on hearing
the same text being spoken.

3 Translation from Natural Language into Structured Queries
Natural language interfaces to databases (NLIDB) are systems that allow a user, through the
medium of spoken or typed natural language, to obtain information stored in a database
[23], [2]. It is not our intention here to give a full review of the field of NLIDB (we refer the
reader to reviews such as [2] or [29] for this) but would like to discuss some of the latest
developments in this area. Before doing this, we will discuss briefly the different possible
architectures of NLIDBs and the issue of portability.

In terms of architectures, there are considered to be four main types of NLIDB:
• Patternmatching systems are systems that just take a sentence (a user’s question) to be
an arbitrary sequence of tokens and look for the presence of some given pattern within
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Figure 3: Possible architecture of intermediate representation language system. Image based
on Fig. 5 from [2].

these tokens
• Syntax-based systems where the user’s questions are analysed syntactically and the
resulting parse tree is directly mapped to an expression in a database query language
[2]

• Semantic grammar systems which are very similar to a syntax-based systems, except
that the parse trees are simplified as much as possible by removing unnecessary nodes
or combining nodes together [29];

• Intermediate representation language systems where the natural language input is
first processed syntactically by a parser and then the resulting parse tree is transformed
to an intermediate logic query using a semantic grammar system, taking into account
words stored in a lexicon and a "world model" that typically contains a hierarchy of
classes of world objects (e.g. positions in a company), and constraints on the types of
arguments each logic predicate may have, before translation to the database’s query
language. The architecture of a typical intermediate representation language system is
shown in Fig. 3.

Following [23], we can further distinguish NLIDBs as either domain dependent or domain
independent. Domain dependent NLIDBs are designed to be used only in a specific domain
and use knowledge about the domain to add the context required to handle user queries.
Early NLIDBs were very much of this type, and were designed for specific databases, e.g.
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LUNAR [2]. More recent work in domain-dependent NLIDBs has developed reconfigurable
systems in which the domain knowledge required for different domains can be added by a
trained technical user, e.g. ASK [2]. There have been some auto-reconfigurable NLIDBs de-
veloped that can automatically acquire the domain knowledge needed through interactions
with a user. NLIDBs of this type typically use an intermediate representation language, e.g.
see [23]. Examples of this category include AskMe* [23], GINLIDB [11], FREyA [8] and the
NLIDDB for the CINDI virtual library [36].

In domain-independent NLIDBs, no knowledge is stored about the underlying domain, and
natural language queries are translated directly into SQL queries and executed against the
underlying database. However, since the system does not know anything about the domain,
it is not able towarn the user about anypotential conceptual errors in the query. The PRECISE
system [33] is a good example of a domain-independent NLIDB.

In terms of recently developed, state-of-the-art, systems in NLIDB, we will discuss here
AskMe* [23], GINLIDB [11], FREyA [8], NLIDB forCINDI virtual library [36], PRECISE [34], [33]
and WASP [44], [45].

3.1 AskMe*
AskMe* is a database independentNLIDB that uses an intermediate representation language
system to construct queries, making use of an ontology to store domain entities, properties,
relationships and constraints. Itmakes use of the link grammer parser [37]. AskMe* provides
a query-authoring service providing query suggestions (by providing drop down pop-up
menus with words contained in the lexicon), syntax error highlighting and domain-specific
error handling (i.e. making sure that lexically and syntactically valid queries are also valid
semantically). Queries that are not valid are notified to the user in a visual way (i.e. the
portions of the query causing the inconsistency are highlighted and a tooltip contains a de-
scription of the inconsistency if the mouse hovers over the highlighted regions).

3.2 GINLIDB
GINLIDB is similar to AskMe*, being also an intermediate representation language system,
although it makes use of a probabilistic context free grammar (PCFG) parser. The main dif-
ference is its use of a graphical user interface (GUI) as the portal by which a user interacts
with the system, i.e. by which they enter their (typed) natural language query. By means of
the GUI, GINLIDB provides a spell checker to correct for any misspelt queries, allows words
to be added to the existing knowledge base, has a database mapping procedure to associate
newly added words with synonyms (and to the appropriate attribute and database) and has
a database relationship handler to establish relationships between the different tables in the
database [13].

3.3 FREyA
FREyA [8] is again similar to AskMe*. It uses the knowledge encoded in ontologies as the
primary source for understanding the user’s question and only then tries to use the output
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of the syntactic parsing in order to provide the most precise answer. If the system is not
able to automatically derive an answer, it will generate clarification dialogues. From these
clarification dialogues, the user’s choice is saved and used for training the system in order to
improve its performance over time.

3.4 The NLIDB for the CINDI Virtual Library
The NLIDB for the CINDI virtual library [36] is designed to be domain independent, and
shares similarities with AksMe*, FREyA and GINLIDB. In this system, input sentences are
syntactically parsedusing the link grammarparser [37] and then semantically parsed through
the use of domain-specific templates. The system is composed of a pre-processor and a
run-time module. The pre-processor builds a conceptual knowledge base from the database
schema using WordNet [26]. This knowledge base is then used at run-time to semantically
parse the input and create the corresponding SQL query.

3.5 PRECISE
PRECISE [33] is a systemwhere the target database is in the form of a relational database us-
ing SQL as the query language. The system combines the idea of a plug-in parser (allowing
it to be subsequently changed to take advantage of advances in this area) and the concept
of semantic tractability, i.e. sentences that can be translated to a unique semantic interpreta-
tion by analysing some lexicons and semantic constraints [29]. The strength of PRECISE is
based on its ability to match tokens in a sentence to the corresponding database structures
by firstly narrowing the possibilities using aMaxflow algorithm, before passing any possible
SQL queries to an “quivalence checker” [34].

3.6 WASP
WASP (Word Alignment-based Semantic Parsing) [44], [45] is a novel statistical approach to
semantic parsing (the results of which can then be applied to a NLIDB domain). The WASP
algorithm learns a semantic parser given as a corpus a set of natural language sentences an-
notatedwith their correctmeaning representations (e.g. formal query language translations).
It uses a statistical word alignment model to acquire a bilingual lexicon consisting of natu-
ral language substrings coupled with their translations in the target machine representation
language (query language). The system works in two parts, firstly a lexicon is created by
finding the word alignments between natural language sentences and their correct meaning
representations, and then, secondly, a probabilisticmodel is used to derive themost probable
derivation.

3.7 The High-level Query Formulator
TheHigh-level Query Formulator [25] relies on a graph representation of the semanticmodel
of the underlying database (the “semantic graph”) to formulate valid SQL queries. The sys-
tem accepts user input in natural language and, using keywords approximates the meaning
of a user’s input. Keywords are words or phrases within the database domain that have a
particular meaning. Nodes and attributes of the semantic graph, the values contained in the
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database and operators are all keywords in the system. From the user’s natural language in-
put, the system determines what keywords are present and how they correspond to the com-
ponents of the Semantic graph, database values or operators. Because keywords may have
several meanings within a given domain, a statistical method based on comparing n-gram
vectors is used to disambiguate keywordmeanings. The final meaning of the keywords from
the user’s input are used by the High-level Query Formulator to compose a formal database
query. The advantages of this system are that it uses no grammars or much outside knowl-
edge and most of the knowledge of the system can be obtained from the database itself; it is
therefore extremely portable. As [25] mention, the system is most suitable for applications
where the user input is short and simple, and where the domain has a limited ontology.

4 Clarification Dialogues
In an NLIDB it is natural to expect that some interactions will break down, e.g. if requests
are not properly formed by the user or because some issue arises in the understanding of
the request by the system. In these circumstances, a clarification dialogue can be used to
correct misunderstandings, under-specifications, spelling mistakes, etc. There has been a
large amount work done in the field of spoken dialogue systems, specifically in the field of
clarification dialogues, e.g. [17], [22], [10]. Further work in attempting to determine a user’s
goals under uncertainty, and thereby compute the next optimal system action (e.g. ask for
clarification or offer an alternative) has taken place in research in statistical spoken dialogue
systems through the application of partially observable markov decision process (POMDP)
approaches ([7], [38]).

[9] investigated two methods for improving the usability of a natural language interface:
feedback and clarification dialogues. Feedback shows the user how the system interprets the
query, suggesting repair through query reformulation. Clarification dialogues are developed
which offer suggestions, found through ontology reasoning, to the user. These clarification
dialogues are coupled to a learning mechanism. However, we note that [9] considers purely
a text-based natural language system (i.e. no spoken component) and that [23] also uses a
form of clarification in their system, AskMe*, with spell checks, etc. Other similar sytsems
are those of [24](Aqualog) and [19] (Querix).

5 Restricted domains: A possible solution
One solution to the problem of building natural language interfaces to databases is to use
restricted domains ([27]). Minock ([27]) considers that there are certain characteristics that a
restricted domain should have:

• it must be circumscribed, with a clearly understood (to the user) domain area and avail-
able level of detail

• it must be complex, i.e. sufficiently broad in terms of structure, containing numerous
concepts (within the circumscribed domain) and entities that have complex properties
associated with them

• it must be practical, i.e., it should contain information of use to a wide range of people,
be feasible to build andmaintain for a particular domain, and the effort of constructing
it must be justified by its use (quantity of queries) over the lifetime of the interface.
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Minock ([27]) considers plausible restricted domains to be things such as bus schedules, city
events and information and software catalogues. We consider here that other valid restricted
domains are ones related to particular business activities and, as such, domains that are
highly suitable for inclusion in a BI system.

It is not our intention here to review the history of research into restricted domains in full, we
refer the reader to [28] for a review of question answering in restricted domains. Here, we
will discuss in detail one illustrative example a specific recent implementation of a restricted
domain NLIDB system, that of Agrawal & Kakde ([1]).

This work of Agrawal & Kakde ([1]) describes a method for the semantic analysis of natural
language queries to databases using a domain ontology. The work is carried out using a
restricted domain based on Indian railway information. In this work, a domain ontology
structure is first constructed, collected from railway guides, magazines and websites; this
ontology has three major concept types:

• Objects: static things that exist in the real world, e.g. Train, Department, etc.
• Events: any activities, actions, happenings that occur over some period of time
• Properties: describe properties of Objects and Events (e.g. Express is a Property of the
Object Train, as in an Express Train)

Their system uses deep semantic analysis in which the input query is analysed at word and
sentence level using detailed language knowledge. They consider that a query has two im-
portant constituents: what is expected (the main subject of the query) and the constraints on
this. Their system has a number of stages. In the first stage, the natural language query is
preprocessed, undergoing part of speech (POS) tagging, chunking (finding the base syntac-
tic constituents) and named entity recognition (NER). They use the NLTK with Python for
this preprocessing.

The next stage is to pass the results of this preprocessing to a language modeller. In this
stage, the idea is to identify the most important named entity (the "expected" entity) among
the named entities identified in the query. This is done by examining the words in the query,
e.g. in queries starting with the word "What" the noun phrase immediately after the wh-
word determines the expected entity. Similarly, if the query starts with "When" the verb
of the sentence determines the expected entity. A rule base is generated using such rules
for a wide variety of questions. This rule base system has the advantage of being domain
independent.

The final stage of the system employs ontology mapping. The "expected" entity and other
named entities (constraints) from the named entity recogniser are mapped to ontology terms
(Objects, Events, Property). This mapping from the natural language entities to ontology
terms is done by using a Lexicon. This Lexicon is populated using a training corpus of do-
main specific natural language queries, and contains linguistic phrases (corresponding to all
possible Named Entities in the restricted domain) along with their respective ontology term
and property. A Named Entity is matched to a phrase in the Lexicon using a Jaccard similar-
ity measure, and the corresponding ontology term (for the more similar phrase) is extracted.
The output from these stages are the expected entity and the constraints on this (the two
important constituents of the query), from which a structured query to the database can be
constructed.
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This systemwas tested on a number of casual users, not involved in the system design, and in
most cases was found to return correct answers with a precision of 80-90%. We see from this
example that a workable system can be constructed from a restricted domain, one that can
return results with a high degree of accuracy. We consider that restricting the domain, and
employing a system like that of Agrawal & Kakde ([1]), is one valid solution to the problem
of constructing a natural language interface to the database of typical BI system (we assume
that a BI systemworks off a reasonably restricted domain, i.e. one related solely to commonly
occurring business matters, business area, etc.).

6 Conclusions
Our intention in this report was to review the state of the art in the field of voice-controlled BI
systems. We conclude thatwhile there are numerous commercially available BI software sys-
tems on the market, there are few commercial examples of voice-control being used. Those
that exist at present (as far as the authors are aware) are exclusively in the area of mobile
BI, i.e. EasyAsk Quiri and SAVANT Mobile BI for Essbase. These mobile devices leverage
powerful voice recognition systems, Siri (the iPhone ASR system) for Quiri and the Nuance
ASR system for the SAVANT system. The lack of a desk-top voice controlled BI systems is
puzzling, but is perhaps related to the difficulties of producing a natural language interface
to a database (NLIDB), something that is still a large area of ongoing research (as we have
partially detailed in this report). This is expected to be an emerging trend in future BI sys-
tems, however. For example, Gartner highlight voice-controlled BI as an upcoming hot topic
[35].

We consider one solution to the problem of constructing a robust NLIDB is to use a restricted
domain, e.g. as used in a recent paper byAgrawal &Kakde ([1]). We consider that this would
tie in well with the type of restricted domains typically present in most business environ-
ments, i.e., businesses that deal with one market segment only such as car sales, hardware,
etc. We do not consider that the relative failings of differing voice recognition systems to
be relevant to this project, with the type of short commands expected to be used in a voice-
controlled BI system having WERs of approx. 2.5%, i.e. equivalent to the error rate of a
human listener.

We can conclude from this report that there is a space in the market for a voice-controlled BI
systems, one that we believe can be robustly constructed using a restricted domain NLIDB
system, leveraging one of the commercially available voice recognition systems, e.g. Dragon
Naturally Speaking, etc.
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